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Clear overview

Introduce the chapter to give students a feel for 
the topics covered.

Describing variables 
numerically
Averages, variation and spread

ChApter 4

Overview

●	 Scores can be described or summarised numerically – for example the average of a sample 
of scores can be given.

●	 there are several measures of central tendency – the most typical or most likely score.

●	 the mean score is simply the average score assessed by the total of the scores divided by 
the number of scores.

●	 the mode is the numerical value of the most frequently occurring score.

●	 the median is the score in the middle if the scores are ordered from smallest to largest.

●	 the spread of scores can be expressed as the range (which is the difference between the 
largest and the smallest score).

●	 Variance (an indicator of variability around the average) indicates the spread of scores in 
the data. Unlike the range, variance takes into account all of the scores. It is a ubiquitous 
statistical concept.

●	 Nominal data can only be described in terms of the numbers of cases falling in each cat
egory. the mode is the only measure of central tendency that can be applied to nominal 
(category) data.

●	 Outliers are unusually large or small values in your data which are very atypical of your data. 
they can create the impression of trends in your analysis which are not really present. 
Identifying such outliers and dealing with them effectively can have an important impact 
on the quality of your research.

preparation

revise the meaning of nominal (category) data and numerical score data.

Key concepts

Offer guidance on the important concepts and 
issues discussed in the text.

106 CHAPTER 8 Correlation CoeffiCients: Pearson Correlation and sPearman’s rho

We would write something like: ‘It was found that musical ability was inversely related to mathematical ability. The 
Pearson correlation coeffcient was −0.90 which is statistically signifcant at the 5% level with a sample size of 10.’  
The information in the fnal sentence will not be informative to you until you have studied Chapters 10 and 11.

If we were to heed the advice of the 2010 Publication Manual of the American Psychological Association (APA)  
we could write: ‘Musical ability was signifcantly inversely related to mathematical ability, r(8) = −.90, p < .05’. The 
number in brackets after r is the sample size minus 2. This number is called the degrees of freedom and is explained in 
Section 21.4. Statistical signifcance is usually reported as a proportion rather than a percentage. Computer packages 
like SPSS Statistics give the exact signifcance level. We should report this as a fgure as it is more informative.

Covariance
Many of the basic concepts taught in introductory stat
istics are relevant even at the advanced level. The concept 
of covariance is one of these. As we have seen, covariance 
is basically the average of the deviation from the mean for 
the variable X multiplied by the deviation of the variable 
Y. In other words, it is the top part of the Pearson correla
tion formula. The correlation coeffcient is simply the ratio 
of the covariance over the largest value that the covariance 
could take for a particular pair of variables. In other 
words, it is a standardised measure of covariance. But  
the term covariance crops up throughout this book in a 
number of different contexts. It is involved in ANOVA 
(especially the analysis of covariance) and regression, for 
example – lots of places, some of them unexpected.

Box 8.1 Key concepts

One phrase that might cause some consternation is  
that of the ‘variance–covariance’ matrix for a number of 
variables. This is simply a table (matrix) which includes 
the variances of each variable in the diagonal and their 
covariances off the diagonal. This is illustrated for vari
ables X, Y and Z in Table 8.3. The diagonal contains the 
variances but the other numbers are the covari ances – 
each of these is presented twice because the covariance of 
X with Z is the same as the covariance of Z with Z.

Similar matrices are produced for correlation coeff
cients. However, in this case the diagonal consist of 1.00s 
(the correlation of a variable with itself is always 1) and 
the offdiagonals have the correlation coeffcients of each 
variable with the other different variables.

 Table 8.3 Variance–covariance matrix for three variables

Variable X Variable Y Variable Z

Variable X 2.400 1.533 1.244

Variable Y 1.533 4.933 3.733

Variable Z 1.244 3.733 5.156

 8.3 Some rules to check out

● You should make sure that a straight line is the best ft to the scattergram points. If 
the bestftting line is a curve such as in Figure 8.7 then you should not use the 
Pearson correlation coeffcient. The reason for this is that the Pearson correlation 

Guided tour
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 GUIDED TOUR xxi

Focus on

Explore particular concepts in more detail.

Explaining statistics

Take students through a statistical test with a 
detailed step-by-step explanation.

148 CHAPTER 11 StatiStical Significance for the correlation coefficient

 11.4 Pearson’s correlation coefficient again

If you only ever use computer programs for your statistical analyses then you will not 
need what is in the section. Computer programs such as SPSS give exact signifcance 
levels for your computations and so there is no need to know about other methods of 
working out the signifcance level of a correlation coeffcient. However, from time to 
time this may not be enough. For example, imagine that you are reviewing the research 
literature and fnd that one study reports a correlation of 0.66 between two variables but 
fails to give the signifcance level, then what do you do? This sort of situation does hap-
pen and not every research paper is exemplary in its statistical analysis. Or you simply 
wish to check that there is not a typographical error for the given signifcance level then 
what do you do? There are other circumstances in which you cannot rely on using the 
computer. So this section we will explain how signifcance levels may be obtained from 
tables so long as you know the size of the correlation coeffcient and the sample size (or 
degrees of freedom) involved.

The null hypothesis for research involving the correlation coeffcient is that there is 
no relationship between the two variables. In other words, the null hypothesis implies 
that the correlation coeffcient between two variables is 0.00 in the population (defned 
by the null hypothesis). So what if, in a sample of 10 pairs of scores, the correlation is 
0.94 as for the data in Table 11.3?

Is it likely that such a correlation would occur in a sample if it actually came from a 
population where the true correlation is zero? We are back to our basic problem of how 
likely it is that a correlation of 0.94 would occur if there really is no correlation in the 
population. We need to plot the distribution of correlations in random samples of 10 pairs 
drawn from this population. Unfortunately we do not have the population of scores, only 
a sample of scores. However, statisticians can use the variability of this sample of scores 
to estimate the variability in the population. Then the likely distribution of correlations 

Do correlations differ?
Notice that throughout this chapter we are comparing a 
particular correlation coeffcient obtained from our data 
with the correlation coeffcient that we would expect to 
obtain if there were no relationship between the two vari-
ables at all. In other words, we are calculating the likeli-
hood of obtaining the correlation coeffcient based on our 
sample of data if, in fact, the correlation between these 
two variables in the population from which the sample 
was taken is actually 0.00. However, there are circum-
stances in which the researcher might wish to assess 
whether two correlations obtained in their research are 
signifcantly different from each other. Imagine, for exam-
ple, that the researcher is investigating the relationship 
between satisfaction with one’s marriage and the length of 
time that individuals have been married. The researcher 
notes that the correlation between satisfaction and length 

of marriage is 0.25 for male participants but 0.53 for 
female participants. There is clearly a difference here,  
but is it a statistically signifcant one? So essentially the 
researcher needs to know whether a correlation of 0.53  
is signifcantly different from a correlation of 0.25 (the 
researcher has probably already tested the signifcance  
of each of these correlations separately using the sorts of 
methods described in this chapter but, of course, this does 
not answer the question of whether the two correlation 
coeffcients differ from each other). It is a relatively simple 
matter to do this calculation. It has to be done by hand, 
unfortunately. The procedure for doing this is described in 
Section 36.7 Comparing a study with a previous study.  
In this section you will read about how to assess whether 
two correlation coeffcients are signifcantly different from 
each other.

Box 11.1 Focus on

 12.3 ESTIMATED STANDARD DEVIATION AND STANDARD ERROR 161

How the estimated standard error works 

  Table   12.3    is a sample of six scores taken at random from the population: 5, 7, 3, 6, 4, 5.  

  Explaining statistics 12.1 

  Table 12.3   Steps in calculating the standard error 

  X  (scores)   X  2  (squared scores) 

 5  25 

 7  49 

 3   9 

 6  36 

 4  16 

 5  25 

 ∑  X  = 30  ∑  X   2  = 160 

     Using this information we can estimate the standard error of samples of size 6 taken from the same 
population. Taking our six scores ( X ), we need to produce  Table   12.3   , where  N  = 6.  

    Substitute these values in the standard error formula: 

    

(estimated) standard error =

−
( )
− =

−∑ ∑
X

X

N
N

N

2

2

1

160
3000
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6 1
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−

=
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2 449

1 414
2 449
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  Interpreting the results 

 Roughly speaking, this suggests that on average sample means differ from the population mean by 0.58.  

  Reporting the results 

 Standard error is not routinely reported although sometimes it is seen. It is no more informative than the standard 
deviation which is more likely to be included in reports. Many psychologists report the variance or standard deviation 
instead since this is just as informative descriptive statistics as the standard error.  

Step 1

Step 2
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xxii GUIDED TOUR

Research examples

Demonstrate how the statistical tests have been 
used in real research.

366 CHAPTER 26 AnAlysis of covAriAnce (AncovA): controlling for AdditionAl vAriAbles

ANCOVA

cumming and co-workers (2012) studied the effect of physically maturing early in adolescence on the physical 
activity of girls. research has suggested that girls reduce their amounts of physical activity during adolescence 
and the health-related issues that this entails are obvious. is there a role for early maturation in this? the study 
compared early and late maturing adolescent girls with an average age of 12.7 years. the dependent variables 
were health-related matters such as physical activity behaviour, physical self-concept, and health-related qual-
ity of life. in each case it was expected that early maturing girls would score lower. the analysis employed 
several AncovA analyses compared early and late maturing girls on these variables. chronological age was 
included as the covariate since obviously maturation and age correlate together. Although the size of the dif-
ferences tended to be small to moderate, the AncovAs repeatedly showed that early maturing girls scored 
lower on the health-related variables. it is noteworthy that early maturing girls rated themselves lower in terms 
of body attractiveness. this may have a bearing on their lower levels of involvement in physical activity.

estevis, basso and combs (2012) investigated the effect of practice on the Wechsler Adult intelligence scale–
iv. the participants were given the test at the start of the study and again a few months later. for some it was 
three months later and for the others it was six months later. they used various subscales from the test includ-
ing verbal comprehension, Working Memory, Perceptual reasoning and Processing speed as well as the full 
scale iQ. they analysed the data using an AncovA design in which test versus retest and the various subscales 
were the related factors and three months versus six months was the independent factor. gender was entered 
as the covariate. bonferroni adjustment was employed to deal with the repeated significance testing problem. 
the interval between testing and retesting did not have a significant effect.

Wright and Hardie (2012) write that the previous research on the relationship between handedness and anxiety 
fails to indicate a clear conclusion. one reason for expecting a relationship between anxiety and handedness 
is that the right-hand side hemisphere of the brain is involved in negative emotional states and inhibition. 
Anxiety is often classified as being situational in nature or alternatively as a personality trait of the individual. 
the researchers found that left-handed people have statistically significantly higher scores on state anxiety 
which supports the idea of the role of the right hemisphere. no trait anxiety differences were found but trait 
and state anxiety were significantly correlated. so AncovA was employed with trait anxiety as the control 
variable because of this correlation. the handedness relationship to state anxiety remained even in this ana-
lysis. the authors suggest that left-handers are more reactive personalities and so respond with state anxiety 
to the new situation that they were experiencing in the research laboratory as part of the research.

Research examples

●	 relying on AncovA to deal with the problems due to employing non-randomised allocation to the cells of 
the AnovA ignores the basic reason for doing randomised experiments in the first place – that the 
researcher does not know what unknown factors influence the outcome of the research. random allocation 
to conditions is the only practical and sound way of fully controlling for variables not included in the design.

●	 it is not wise to use AncovA to try to correct for the sloppiness of your original design or procedures. 
Although, especially when using computers, you can include many covariates, it is best to be careful when 
planning your research to reduce the need for this. in randomised experiments, probably the control of the 
pre-test measure is the only circumstance requiring AncovA. of course, there are circumstances in which 
pre-tests are undesirable, especially as they risk sensitising participants as to the purpose of the study or 
otherwise influencing the post-test measures.

Key points

Key points

Each chapter concludes with a set of the key 
points to provide a useful reminder when revising 
a topic

176 CHAPTER 13 The t-TesT: Comparing Two samples of CorrelaTed/relaTed/paired sCores 

●	 The related or correlated t-test is merely a special case of the one-way analysis of variance for related samples 
(Chapter 22). although it is frequently used in psychological research it tells us nothing more than the equi-
valent analysis of variance would do. since the analysis of variance is generally a more flexible statistic, allow-
ing any number of groups of scores to be compared, it might be your preferred statistic. however, the common 
occurrence of the t-test in psychological research means that you need to have some idea about what it is.

●	 The related t-test assumes that the distribution of the difference scores is not markedly skewed. if it is then 
the test may be unacceptably inaccurate. appendix a explains how to test for skewness.

●	 if you compare many pairs of samples with each other in the same study using the t-test, you should consult 
Chapter 24 to find out about appropriate significance levels. There are better ways of making multiple  
comparisons, as they are called, but with appropriate adjustment to the critical values for significance,  
multiple t-tests can be justified.

●	 if you find that your related t-test is not significant, it could be that your two samples of scores are not  
correlated, thus not meeting the assumptions of the related t-test.

●	 significance Table 13.1 applies whenever we have estimated the standard error from the characteristics of 
a sample. however, if we had actually known the population standard deviation and consequently the stand-
ard error was the actual standard error and not an estimate, we should not use the t-distribution table. in 
these rare (virtually unknown) circumstances, the distribution of the t-score formula is that for the z-scores.

●	 although the correlated t-test can be used to compare any pairs of scores, it does not always make sense 
to do so. for example, you could use the correlated t-test to compare the weights and heights of people to 
see if the weight mean and the height mean differ. Unfortunately, it is a rather stupid thing to do since the 
numerical values involved relate to radically different things which are not comparable with each other. it is 
the comparison which is nonsensical in this case. The statistical test is not to blame. on the other hand, one 
could compare a sample of people’s weights at different points in time quite meaningfully.

Key points
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 GUIDED TOUR xxiii

Computer analysis

Step-by-step advice and instruction on analysing 
data using SPSS Statistics is provided at the end 
of each chapter.

 Computer analysis 383

Computer analysis

MANOVA using SPSS

 Figure 27.2 spss statistics steps for manoVa

interpreting and reporting the output

●	 a number of different multivariate tests are given in the multivariate tests output. pillai’s trace is as 
good as any for most purposes. For the tests for Between subjects effects output you only need to 
concentrate on the row for Group in this example.

●	 you could write: ‘manoVa showed that teamwork training was effective in improving sporting 
behaviours, pillai’s F(6, 76) = 4.12, p < .01.’

SPSS screenshots

The guidance on how to use SPSS for each 
statistical test is accompanied by screenshots,  
so the processes can be easily followed.

384 CHAPTER 27 Multivariate analysis of variance (Manova) 

 SCREEnSHoT 27.1 the data  SCREEnSHoT 27.2 select the test

 SCREEnSHoT 27.3 select the variables  SCREEnSHoT 27.4 select options
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Our hope is that this sixth edition of Introduction to Statistics in Psychology will con
tribute even more to the student learning experience. A number of changes have been 
made to this end. In particular, a new introductory chapter has been incorporated which 
discusses the importance of statistics and why some students fnd it diffcult. One thing 
has not changed which sets this book apart from others aimed at students: it continues 
to provide an accessible introduction to the wide range of statistics that are employed by 
professional researchers. Students using earlier editions of the book will by now often be 
well into teaching and research careers of their own. We hope that these further enhance
ments may encourage them to keep Introduction to Statistics in Psychology permanently 
on their desks while they instruct their students how to do statistics properly.

We have considered very carefully the need for instruction into how to compute stat
istics using SPSS and other computer programs. Our approach in this book is to provide 
the basic steps needed for the computation but we have added a number of screenshots to 
help the reader with the analysis. Students of today are very familiar with computers and 
many do not need overly detailed instructions. Too much detailed stepbystep instruc
tion tends to inhibit exploration of the program – trying things out simply to see what 
happens and using one’s intelligence and a bit of knowledge to work out what things 
mean. Students can become fxated on the individual steps and fail to learn the complete 
picture of doing statistics using SPSS or other computer programs. In the end, learning 
to use a computer program is quicker if the user takes some responsibility for their learn
ing. Much of our daily use of computers in general is on a trial and error basis (we don’t 
need stepbystep instructions to use Facebook or eBay) so why should this be different 
for statistics programs? How many of us read instructions for the iPhone in detail before 
trying things out? Of course, there is nothing unusual about tying statistics textbooks to 
computer packages such as SPSS Statistics. Indeed, our Introduction to SPSS Statistics in 
Psychology is a good example of this approach. It provides just about the speediest and 
most thorough introduction to doing psychological statistics on SPSS. Unfortunately, 
SPSS is not the complete answer to the statistical needs of psychologists. It simply does 
not do everything that students (and professionals for that matter) need to know about. 
Some of these things are very simple and easily computed by hand if instructions are 
provided. Other things do require computer programs other than SPSS when procedures 
are not available on SPSS. We think that ideally psychologists should know the statistics 
which their discipline needs and not simply those that SPSS provides.

SPSS is very good at what it does but there are times when additional help is needed. 
This is why we introduce students to other programs which will be helpful to them when 
necessary. One of the most important features of SPSS Statistics is that it is virtually 
universally available to students for little or no cost thanks to site licensing agreements. 
Unfortunately, this is not true of other commercial statistics software. For that reason 
we have suggested and recommended programs which are essentially free for the user. 
The Web has a surprisingly large amount of such software to carry out a wide range of 

Introduction
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xxvi INTRODUCTION

statistical routines. A few minutes using Google or some other search engine will often 
be bountifully productive. Some of these programs are there to be downloaded but  
others, applets, are instantly available for calculations. We have added at the end of each 
chapter, advice on the use of software.

This does not mean that we have abandoned responsibility for teaching how statistics 
works in favour of explaining how to press keys on a computer keyboard. Although we 
think it best that statistics are computed using statistics programs because the risk of 
simple calculation errors is reduced, it seems to us that knowing how to go about doing 
the calculations that computer programs will do for you leads to an understanding of 
statistics which relying on computers alone does not. So we have included in this edition 
sections entitled ‘Explaining statistics’ which are based on hand calculation methods 
which should help students understand better what the computer program does (more 
or less) when it is used to do that calculation. Statistical techniques, after all, are little 
more than the mathematical steps involved in their calculation. Of course, they may be 
ignored where this level of knowledge is not required.

The basic concept of the book remains the same – a modular statistics package that 
is accessible throughout to a wide ability range of students. We have attempted to 
achieve this while being as rigorous as possible where rigour is crucial. Ultimately this is 
a book for students, though its emphasis on statistics in practice means that it should be 
valuable to anyone seeking to familiarise themselves with the vast majority of common 
statistical techniques employed in modern psychology and related disciplines. Not all 
chapters will be useful to everyone but the book, taken as a whole, provides a sound 
basis for learning the statistics which professional psychologists use. In this sense, it 
eases the transition from being a student to being a professional.
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Why statistics?

Chapter 1

Overview

●	 Students do not regard statistics positively, research shows. More importantly, evidence 
suggests that a poor attitude towards statistics leads to poor learning. Student culture 
tends to reinforce what is bad in the learning environment for statistics.

●	 a student’s experience within the school environment especially determines their attitudes 
to mathematics which in its turn impacts on their expectations concerning learning  
statistics.

●	 there is a mistaken belief among students that statistics is not central to professional work 
in psychology and other related careers. Why study something which is unnecessary for 
psychological work? the truth is quite different. professional psychologists do use research 
based on quantitative methods and statistics in their work. Furthermore they are frequently 
expected to do relevant psychological research as part of their work as psychologists. Many 
other professions employ statistics routinely and so a good working knowledge of statistics 
puts psychology students at an advantage in the employment market.

●	 Learning statistics can be made hard simply because psychologists often employ old and 
outmoded statistical ideas. Some of these ideas are not only unhelpful but also unworkable. 
this can only contribute to the fog of confusion surrounding statistics experienced by many 
students. textbook writers are frequently guilty of perpetuating these counterproductive 
ideas.

●	 too much emphasis is placed on significance testing. this encourages students to overlook 
other major contributions of statistics to dealing with the problems inherent in research. It 
is important to understand the extensive nature and variety of statistics in psychology.

●	 the mathematical skills needed to develop a good working knowledge of statistics are few 
in number and well within the capabilities of most students. even where these have been 
forgotten, they can be quickly learnt by a motivated student.
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2 CHAPTER 1 Why StatIStICS?

 1.1 Introduction

For many psychology students the formula is simple: statistics = punishment. Statistics 
is ‘sadistics’. Students often fnd a less palatable subject than statistics unimaginable. The 
majority would steer well clear of statistics given the choice. All in all, this amounts to a 
very unpromising learning environment. We usually do best when studying things that 
we are interested in and want to study. A modern training in psychology inevitably 
includes statistics – the very thing that students want to avoid. It is not surprising, then, 
that statistics is a problem area for many students. No two learners are alike, of course, 
and there is a minority of students who are much more positive towards learning stat
istics. And we should not forget the poor soul whose job it is to teach statistics to such 
reluctant students. At best this would appear to be a challenge, at worst an impossibility. 
Student ratings of statistics modules can bring tears to the eyes of all but the most class
room weary and hardened of lecturers. All round, what could be more unsatisfactory?

Why not just abandon the enterprise and leave statistics out of psychology degrees? 
What could be more simple? There are many good reasons why this cannot and will not 
happen. Statistics flls an important and central role in psychology and much psycho
logical research is unthinkable without statistics. Wait a minute – statistics may be essen
tial to many kinds of psychological research but surely there are many psychologists  
who help people immeasurably but who never do research? In the past this may have 
been the case but no longer. Most modern psychology careers are fundamentally tied to 
research in some way. Once this might have meant that psychologists working in felds 
such as education and mental health merely had to keep up with the relevant published 
research of others – i.e. the idea of evidencebased practice. Nowadays it is a much more 
diffcult and complex situation. The majority of working psychologists are expected  
to do research as an aspect of their employment. That is, modern psychologists are 
practitionerresearchers. As an example, many psychologists working for the forensic 
prison services contribute much of the research to their particular feld of work. Not for a 
long time has research been purely what academic psychologists do and it is increasingly 
what every psychologist does. This is also true for many of the other professions that 
psychology graduates may enter. We are living in an informationbased society and 
research provides a great deal of that information in the modern world. The bottom line of 
all of this is that basic statistical skills as well as research skills are generally advantageous 
in the employment market.

	 ■	 Students and statistics

Unlike most other disciplines, statistics (along with mathematics) is generally negatively 
evaluated in our culture. The average person in the street probably has an attitude to 
statistics without knowing anything much about what the discipline involves. That atti
tude is unlikely to be that statistics is an important, valuable and central part of modern 
life. Instead, many will groan at the very mention of the word. Hackneyed old phrases 
such as ‘you can prove anything with statistics’ and ‘lies, damned lies and statistics’ will 
be trotted out to dismiss its achievements. Of course, misleading with statistics is pos
sible but it is not the objective of most statisticians. A few minor adjustments to a graph 
can lead to a grossly misleading impression at a stroke. A modest growth or decline in  
a graph may be dramatically changed to seem miraculous or calamitous. But such an 
important part of modern life as statistics deserves greater respect than this.

The word statistics comes from the Latin for State (as in nation). Statistics originally 
was the information collected by the State to help governments in their decisionmaking. 
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 1.1 IntrOduCtIOn 3

The government’s appetite for such fgures is prodigious and all of us are affected by 
them in some way. Pay, pensions and taxes are all partly determined by statistical data 
as well as where schools and colleges are built. And, of course, we are all part of stat
istics. Few modern professions do not use statistics in some way. Big supermarkets use 
it, small charities use it, the health services use it – you name it and they probably use 
statisticsbased research. Without some statistical knowledge, doing and understanding 
research is very diffcult and a precarious occupation.

Nevertheless, on a personal level, students study psychology to study psychology – 
not to study statistics. Superfcially it is possible to study psychology without statistics. 
Get deeper into psychology and some knowledge of statistics becomes increasingly  
necessary. This is not to deny the growing interest in qualitative research which does  
not involve statistics almost by defnition. Much valuable research is done by qualitative 
researchers (Howitt, 2013). But this does not mean that quantitative statistical methods 
have released their grip on psychological research to any signifcant extent. Both qualita
tive and quantitative research seem to be prospering in psychology. Statistics and psy
chology are seemingly forever intertwined. OK, we are not serious that statistics is taught 
just to punish students – no matter that sometimes it may feel that way. You might try 
an alternative view of statistics – that it is a sort of cuddly friend which will help you in 
all sorts of ways. We are serious here. Criticisms of the dominance of statistics in psy
chology are common, of course. As much as anyone else, we are as against the mindless 
application of statistics in psychology for its own sake. Psychology may seem obsessed 
with a few limited statistical topics such as signifcance testing but this is to overlook the 
myriad of more farreaching positive benefts to be gained from the proper application 
of modern statistical ideas. Statistics provides a means of fnding order in otherwise vast 
sets of confusing data. Some of this variety of use is illustrated in Figure 1.1.

 FiguRE 1.1 Some things that statistics can do for the researcher
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4 CHAPTER 1 Why StatIStICS?

 1.2 Research on learning statistics

Not surprising given the culturally negative view of statistics, the research on psychology 
students and statistics makes generally depressing reading. The response of student cul
tures to statistics can just about be summed up with the words trepidation and anxiety. 
For example, Gordon (2004) surveyed a large number of Australian students about their 
experience of statistics on psychology courses. Threequarters said that they would not 
study statistics but for the fact that it was compulsory. Predominantly they saw it as 
boring and diffcult. These unwilling students felt that statistics was not necessary to 
psychology or to being a psychologist. They approach statistics as if it were merely a few 
mechanical procedures that one applies without needing to understand why. One student 
put it this way to Gordon (1995):

I have a very pragmatic approach to university, I give them what they want  .  .  .  I really 
do like knowledge for knowledge’s sake, but my main motivation is to pass the 
course.

Although some students try to master the methods and concepts of statistics, they may 
have diffculty in understanding the importance of statistics. Those who saw statistics as 
being more personally meaningful in their studies would say things like ‘It would prob
ably be useful in whatever job I do’ (Gordon, 1995). As might be expected, these more 
positively orientated students performed a little better in their statistics tests and exam
inations than the more negative group. The latter were not generally less able students 
since they did just as well as any other students in their other psychology courses. But 
not seeing the point of statistics did have a negative impact on their studies. Figure 1.2 
provides a broad classifcation of students in terms of how they see the relevance of 
statistics and their personal assessment of the discipline.

 FiguRE 1.2 the responses of students to statistics according to Gordon (1995)
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 1.3 What makes learning statistics difficult?

University staff commonly recognise that teaching statistics involves dealing with prob
lems such as anxieties, beliefs and negative attitudes concerning the subject (Schau, 
2003). Indeed, these background issues may be the most important things in the learning 
process and consequently have a bearing on statistics teaching. University can be an 
experience full of emotion, and emotion affects learning. This is perhaps more true for a 
topic such as statistics. Real tears are shed. One student told Gordon (1995), ‘I was 
drowning in statistics’ – words which are both emotive and extreme, of course. Being at 
university and studying statistics follows a long period of personal development through 
schooling (and for some at work). This background provides the individual with ways 
of perceiving their own personal learning processes and their education more generally. 
What they think they know about themselves (e.g. ‘I’m no good at maths’ or ‘I’m an arty 
sort of person’) impacts on their response to statistics. Personal histories, personal experi
ences, personal needs and personal goals are refected in their strategies for coping with 
statistics (Gordon, 2004).

In other words, students bring to learning statistics baggage which may seriously 
interfere with its learning. Inevitably, high on the list of background factors is one’s per
sonal experience of mathematics. There is a strong belief that a high level of mathemat
ical ability is crucial to the learning of statistics. This is reinforced by those universities 
which require good mathematical qualifcations for admission to psychology degrees. 
Some students may (incorrectly) assume that statistics is beyond their mathematical  
ability. With so many other demands on their time at university, instead of getting down 
to studying statistics they may adopt avoidance tactics such as skipping lectures. 
Furthermore, every statistics class has its own culture in which students infuence each 
other in terms of attitudes to learning statistics. A class dominated by students antagon
istic to statistics is not a good learning environment, for example. The problem is that 
many chosen responses to statistics such as acting silly, talking in statistics lectures or 
plagiarising the work of other students just do not help. However, the importance of 
mathematical ability in using statistics effectively is questioned by many, including our
selves, as we shall see.

	 ■	 But I’ve always struggled with maths  .  .  .

Research strongly indicates that three factors – anxiety, attitudes and ability (see Figure 
1.3) are involved in learning statistics and other somewhat unpopular activities such as 
learning second languages (Lalonde and Gardner, 1993). A negative attitude towards 
statistics is associated with poorer performances in statistics to some extent but the other 
factors are at least equally important. Anxiety plays its part primarily through a specifc 
form of anxiety known as mathematics (math) anxiety. This is more important than trait 

 FiguRE 1.3 the formula for doing well in statistics based on research findings
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or general anxiety such as where someone has a generally anxious personality in all sorts 
of situations. Mathematics anxiety is common among psychology students. Those with 
higher levels of mathematics anxiety tend to do worst in statistics. To be sure, mathemat
ical ability is associated with better test and examination results, but not to a major 
extent. Poor mathematical ability has its infuence largely because it is associated with 
increased levels of mathematical anxiety. It is because poorer maths ability leads to 
increased levels of mathematical anxiety that mathematical anxiety leads to poor learn
ing strategies.

But is statistics particularly mathematical and, if it is, then does it need to be beyond 
a few basics? Along with others, we would argue that the level of mathematical ability 
needed to cope with the mathematical part of statistics is not great – fairly minimal in 
fact. We can safely lay aside the issue of the mathematical ability required to carry out 
statistical calculations as there are many computer programs such as SPSS and numerous 
applets on the Web which will do the calculation for you. Indeed, there is not a lot of 
sense in doing statistical calculations by hand as this invites errors to creep in. Computer 
programs, so long as you enter the data properly and tell them to do the right thing, will 
do the calculation without error. However, we do not believe that it is possible to learn 
statistics without using a little bit of mathematics. Equally, it is not necessary to go into 
all of the mathematical detail behind a statistical technique in order to understand the 
reasons why the technique was developed and how it can be used. You will fnd statist
ical textbooks for psychologists which fall at these extremes. The idea of statistics with
out maths or statistics without tears, even, cannot provide the necessary understanding 
in our view because some of the language of statistics is mathematical in nature. At the same 
time, books that rejoice in the mathematical intricacies of statistical techniques will lose 
many of their readers who simply do not have mathematical skills at this level. Bestselling 
statistics textbooks which appear to be student friendly and full of jokes will sometimes 
go into the most arcane detail about statistical techniques that are way beyond most of 
us. This seems to us just as unhelpful as not including any mathematics at all.

Just what mathematical knowledge does one need to get a working insight into  
statistics? By and large if you understand the concepts of addition, subtraction, multi
plication and division then you have the basics. You may get the answers wrong – the 
question is, do you understand what you are doing? What might you need beyond this? 
Little more than the following we would say:

●	 You need to understand the concept of squaring (that is multiplying a number by 
itself).

●	 You need to understand the concept of square root (the square root of a number is 
that number which when multiplied by itself gives the original number).

●	 It is good too if you understand negative numbers – such as that when multiplying 
two negative numbers you get a positive number but when you multiply a positive 
number by a negative number then the result is a negative number. A few minutes 
trying out positive and negative calculations on a calculator is a good way to refresh 
yourself of these basics.

●	 It is preferable if you understand the underlying principles or ‘rules’ governing math
ematical formulae as these are used in statistical formulae but if you don’t, your 
computer does.

Not much else is necessary – if you know what a logarithm is then you are in the ultra
advanced class. So we think that the amount of mathematics needed to make a good 
statistics student and a skilled user of statistical techniques in research is fairly minimal. 
Anything that has been forgotten or never learnt will be quickly picked up by a motiv
ated student. Not all lecturers will share this opinion but the overwhelming majority 
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know that students can struggle with statistics and try to provide teaching which serves 
the needs of all students taking the psychology programme and not the mathsable elite.

If more research evidence is needed, using a formal measure known as the Survey of 
Attitudes Toward Statistics, Zimprich (2012) was able to show that these attitudes 
towards statistics are made up of four components:

●	 Affect How positive or negative a student is about statistics (e.g. ‘I will like statistics’).

●	 Cognitive competence A student’s beliefs about their ability and competence to do 
statistics (e.g. ‘I will make a lot of maths errors in statistics’).

●	 Value Attitudes concerning the relevance and usefulness of statistics (e.g. ‘I use statistics 
in my everyday life’).

●	 Diffculty The student’s views about how diffcult or easy statistics is (e.g. ‘Statistics 
is a complicated subject’).

All of these components were interrelated, as one might expect. When these attitudes 
were correlated with actual performance in statistics it was clear that attitudes were 
much more important than actual maths ability in students’ performances in statistics. 
In other words, how a student feels about statistics has a far more tangible effect on their 
performance on statistical tests and examinations than their mathematical ability.

Irrespective of how mathematical statistics is or isn’t, it has to be acknowledged that 
statistics is a unique and distinctive way of thinking (BenZvi & Garfeld, 2004; Ruggeri, 
Dempster & Hanna, 2011). It is much like mathematics in employing a distinctive  
language and concepts. Nevertheless it is wrong to think that this statistical language 
and these concepts have much in common with mathematics. This means that statistics 
will always be a somewhat ‘different’ subject irrespective of the curriculum involved. 
Crucially, statistics is about the use of quantitative research skills in the attempt to 
answer real research problems. Without being skilful in quantitative research methods, 
statistics can only partially be understood – and might seem pointless as a consequence. 
Although research skills take a lot of time and effort to learn, they are very little to do 
with mathematics – they are primarily about thinking logically. Statistics interfaces with 
this understanding of research methods in a way which is not simply remembering and 
then regurgitating a few statistical formulae and ideas when required to do so.

 1.4 Positive about statistics

So how does one go about having a more positive attitude towards statistics? The answer 
lies in having an appreciation of what statistics does prior to being exposed to the nitty
gritty or detail taught in the stats lecture room. Take, for example, what is probably the 
best known statistical research – the national census. We discuss this in Chapter 2. This 
census, basically, is a questionnaire about all sorts of things of interest to the government 
and its decisionmaking, though probably less interesting to the rest of us. The head of 
every household is required to complete this detailed questionnaire for a particular day 
usually once every ten years. In the UK this has been going on for over 200 years. It is 
hard not to think, when the census envelope arrives, ‘what a waste of time’ and then 
‘what a waste of money’. This is possibly because we are all aware that researchers use 
samples. If research always was so comprehensive as to include everyone then little 
research would ever get done because of the time and expense involved. This is obvious, 
but only from the hindsight that comes with living in modern times – people had to 
invent sampling to replace censuses. And this in statistics had its origins in the work of 
William Gossett.
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One of the most famous statistical techniques to impact psychology is the ttest (see 
Chapters 13 and 14) or the Student ttest as it is also known. Student was the pen name 
of William Gosset who had studied chemistry and mathematics at university. He was 
employed by the Guinness Brewery in Dublin as a ‘bright young thing’ in the 1890s. 
Even then, the frm believed in bringing new ideas to the company, thus keeping it 
abreast with developments. One issue relevant was that of quality control. There are 
obvious practical problems if every bottle or barrel of beer had to be tested, for example, 
in order to see if the alcoholic strength was constant throughout all batches. What 
Gosset did was to work out mathematically a way of estimating the extent that one is 
likely to be wrong (risks being wrong) if one took samples rather than tested the entire 
output. By how much are you likely to be wrong (or in error) if you simply took a sam
ple, say, of ten bottles of beer? Of course, you will never know from a sample exactly 
what the error will be but Gosset was able to estimate what the likely extent of error 
will be. Put into a formula, this is the idea of standard error which plagues many stu
dents on introductory statistics courses. By developing this, Gosset had laid the system
atic basis for doing research on samples rather than on everything. Think about it: if it 
had not been for Gosset’s innovation then you would spend your lifetime carrying out 
your frst research study simply because you need to test everyone or everything (the 
population). So rather than considering William Gosset as some sort of alien, it would 
be best to regard him as one of the statistical cuddly friends we mentioned earlier!

	 ■	 Is it statistically significant?

The point of Gosset’s revolutionary ideas is probably easy to see when explained in this 
way. But instead students are introduced to what to them are rather complex formulae 
and the question ‘Are your fndings statistically signifcant?’ The question ‘Is it signi
fcant?’ is one of the fxations of psychologists – the question probably sounds like a 
mantra to students when they frst begin to study psychology. So intrusive is the question 
that for most students, statistics in psychology is about knowing what test of statistical 
signifcance to apply in what setting. But this is only a small part of statistics, which 
provides a whole range of tools to help researchers (and students) address the practical 
problems of research. Research data can be very simple but also very complex. Statistics 
helps sort out the complexity and uncertainty involved in understanding your data. 
Testing for statistical signifcance merely means assessing whether the trend in your data 
could have been obtained by choosing a random sample if, in reality, there was no trend 
in general. That is, how likely is it that the trend could simply be the result of a fortuitous 
selection of a sample in which there appears to be a trend? (A trend might be, say,  
athletes scoring more highly on a measure of personal ambition than nonathletes or a 
relationship between a measure of ability to speak foreign languages and a measure of 
sociability.)

	 ■	 What sample size do I need?

Testing for signifcance needs to be put into context. Really you want to know if there 
is any support for the ideas underlying your research question and the extent to which 
the trends in your data are big, little or nonexistent. So if we put on our thinking head, 
and not our ‘Is it signifcant?’ head, we would ask rather more sophisticated questions. 
One would be whether if there really is a trend in our data, i.e. have we got a sample 
size big enough to show statistical signifcance for that trend? Statistics can help us with 
that question by helping us to decide the minimum sample size to show that trend to be 
statistically signifcant if there is a trend of a given size in reality rather than just in our 
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data. There would be something perverse about planning research which involved a 
sample size so small that our fndings could never be statistically signifcant. But that is 
done all of the time simply because researchers (especially students) do not address the 
question of minimum sample size properly. Often the advice is given to those asking 
what sample size to use is that they should use as big a sample size as possible. What does 
this mean? Possibly it means the largest sample size that you have the resources to col
lect. But the availability of resources is hardly a satisfactory basis on which to formulate 
research – that would be a bit like going shopping with the objective of spending money 
for its own sake rather than to buy something that is necessary. For socially important 
research, funding may be fairly readily available such as in the case of a cure for cancer. 
Does this mean that all resources should be put into a particular research project? Not 
really, as this might well be a complete waste of money when the research question could 
be addressed satisfactorily with a fairly small sample size.

Research takes a lot of time, effort and organisation. So naturally many students will 
ask the perfectly reasonable question ‘What sample size do I need?’, but frequently they 
will fail to get a satisfactory answer. This is partly because too many psychologists regard 
‘statistical signifcance’ as the be all and end all of research. The question that the student 
is asking is actually far more sophisticated than the answers they receive. The conse
quence of telling a student that they should get the biggest sample they can or that they 
should have a minimum sample of 50 or 100 or whatever is bewilderment on the part 
of the student, who realises but can’t explain why these answers are inadequate. Statistics 
is about sophisticated decisionmaking concerning what can be said on the basis of the 
research but also about whether to proceed further with a particular line of inquiry. 
Statistical signifcance has a part to play in this decisionmaking but it does not mean 
that research fndings are signifcant in any other respect – they may be uninteresting, 
they may not be of any practical signifcance, and they may not address any theoretically 
important issues yet they are deemed statistically signifcant. It is far better if students 
understand that there are many issues that a researcher needs to address in their work 
way beyond statistical signifcance – while accepting that statistical signifcance is import
ant in its own way. Many chapters in this book (such as Chapters 11 and 18) discuss 
statistical signifcance but the important question of sample size is addressed only in 
Chapter 40.

	 ■	 Is there a trend in my data?

What the student really wants to know is the optimum sample size if there is truly a 
trend in the data (rather than one that is the consequence of the vicissitudes of sampling). 
Just taking the largest sample possible may result in a sample that is far too small or far 
too large. Both of these are unsatisfactory. A toosmall sample might mean that your 
data do not reach statistical signifcance even where there is really in fact a trend in the 
real world. This research would be a waste of money and other resources as it cannot 
answer the question asked satisfactorily. A toolarge sample might mean that very small 
and uninteresting trends in the data are statistically signifcant. Even where there is a 
substantial trend in the data, the toolarge sample will nevertheless waste time and other 
resources because the question asked can be satisfactorily answered with a rather smaller 
sample. Imagine a big medical trial. This is likely to be expensive and every extra person 
in the research sample costs a great deal of money. This may be money wasted unneces
sarily. For this reason, organisations that fnance medical research expect the researcher 
to be able to say just what sample size is big enough to reach statistical signifcance if 
there is a trend in reality but not so big that a small, uninteresting trend is detected. What 
makes for an interesting trend is one which is suffciently large that it has economic, 
commercial or some other form of potential. The size of the interesting trend depends on 
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